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INTRODUCTION

Particle simulation methods continue to attract considerable attention,

especially as a technique for analyzing low density, hypersonic re-entry

flows. It is well known that these methods are expensive computationally

and require large amounts of processor memory for simulations of practical

interest. Recent studies have focused on reducing the computational cost

of particle simulation methods through reformulation of underlying algo-

rithms to permit vectorization 1'2. The pursuit of substantial vectorization

has been primarily motivated by the availability of current state of the art

supercomputers whose performance capabilities rely principally on vector

concepts. Examples of such machines are the Cray-2 and the Cray-Y/MP

from Cray Research. As single processor performance begins to asymptote,

attention is focusing on parallel processing as a means of providing increas-

ingly powerful machines. Even the aforementioIied Cray computers have

multiple CPU's (4-8) although the primary source of performance contin-

ues to be through vectorization (factor of 10-20).

Powerful new machines are now available in the commercial market

that promise large scale parallelism along with lower cost to performance

ratios as compared to current supercomputers. Examples of such machines

include the Thinking Machines Connection Machine CM-2 and the Intel

iPSC-2/860. Particle simulation methods have already been implemented

on these and other parallel machines 3'4'5. These initial results are very

promising, indicating that these parallel machines can provide an excellent

platform for particle simulation computations.
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Investigations during this contract period have examined the imple-

mentation of a general particle simulation code in both vector and mul-

tiprocessor environments. Focusing on a complete simulation code allows

not only a measure of raw compute performance, but also evaluation other

elements such as input/output (IO) performance and overall usefulness of

the computer-code combination in an engineering context. A primary goal

of this continuing study is to produce a code that is easily ported across a

wide range of parallel computer architectures. The Intel iPSC-2/860, Cray-

2, and Cray-Y/MP computers are chosen as initial target architectures

because of their performance, proven suitability to particle methods, and

availability. This research will provide a framework for performing larger

scale simulations than is currently possible as next generation supercom-

puters become available.

SIMULATION DESCRIPTION

A gas in a particle simulation method is statistically represented by a

number of particles followed over a number of discrete time steps using the

following sub-steps: 1) particles are moved through space, each with their

individual velocity, 9.) the state of particles which have crossed boundary

surfaces are modified appropriately, 3) random candidate collision pairs are

chosen for all of space ensuring both particles in a pair occupy the same

cell (a sman volume of the physical domain), 4) collisions are statistically

chosen via a collision selection rule, 5) pairs of particles having appropriate



ouput as well as file ouput for use as input to other available plotting pack-

ages.

Work by Brian Haas, a Stanford Graduate student, has recently led

to chemical models compatible with vectorization T and these have recently

been implemented into the current code, referred to as PSim3. This code

is capable of addressing three dimensional problems involving arbitrary ge-

ometries, however, a simply cubical cell network is retained from previous

work 1 at the present time limiting spatial resolution in solving some prob-

lems.

Note that a primary difference of the adopted approach from that of

the well known DSMC method s is the use of non-spatially ordered sam-

pling of candidates for a given event. For example, candidate collision

pairs are collected for all space before selection of actual collisions frc_m

these candidates is initiated and the size of this sample may be arbitrary

as long as it is known at the time of _el_c_ion £rom the candidates _. Th_

eliminates the need for a sort operation of particles into cells as is required

when applying the time counter s or the no time counter (NTC) 9 algo-

rithms of Bird. There the sample of candidate pairs is constrained to a

calculated size in ear_ cell and _his saxaple _e mua_, h,_ generated exactly.

The arbitrary sample size approach Tas adopte_ primm_y _ _ow :_r _-

ficient vectorization 2 and is retained in the current work for ehe same rea-

son. Vect_zation z_nd i_ processing are complementary and the ob-

jective here is to develop a _ruly _m_ble code having a high performance

platfm'_s youth :m_:_ie pmeesmm, vector hardware, or ideally both.
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TARGETED COMPUTER ARCHITECTURES

There is an ever increasing variety of multiple processor based com-

puters being made available. One helpful classification makes a distinction

between Single Instruction Multiple Data (SIMD) machines and Multiple

Instruction Multiple Data (MIMD) machines. Another important classifi-

cation dealing with multiple processor computers deals with memory sys-

tem architecture. Shared memory systems allow all processors access to

a single bank of global memory. Distributed memory systems associate a

bank of memory with each processor and communication between proces-

sor is only possible via a interconnect network. Of course, machines may

combine elements of shared and distributed memory in hybrid memory or-

ganizations.

It is not feasible with current software development technology to pro-

vide a singe particle simulation code that runs efficiently across all possible

parallel machines architectures. Many unique programming techniques are

required to effectively utilize many of the variety of available parallel com-

puters.

Multiple instruction streams offer the greatest flexibility for the devel-

opment of a particle simulation method because arbitr_,_y large effective

vector lengths become difficult to fully utilize as complexity is added to

,_e physi_ models employed. This is best understood by example, Out

of a _arge collection of particles moved during a time st_p, _ _nuCh _m_J_,:,z

number may co, de with other particles, Typically even _ smaller num-

ber wi_ interact wit_h botmdaries a_d yet a _rl_er :mm_ _ c_em_a_ly
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react. Very infrequent events may underutilize a SIMD machine having

a large effective vector length. For this reason the code is written assum-

ing a MIMD architecture, however, vectorizable algorithms are retained to

take advantage of any traditionalvector hardware having modest vector

lengths. This is important as to maintain a high performance capability

on existing Cray supercomputers. No assumptions are made regarding the

memory organization; only that processors may commll,_cate with one an-

other in an asynchronous fashion. Details of this commlm_cation vary from

computer to computer and represents the sole machine dependent code

module in PSim3.

PROGRAMMING MODEL

Since no assumptions are made about memory organization, commu-

nication between the processors must not rely on shared memory. As the

Intel iPSC-2/860 is one of the First target machines and because it relies on

message passing primitives for communication, an abstracted message pass-

ing model was chosen for all interprocessor communication. Message pass-

ing primatives are not inherent on Cray machines runing current versions

of Unicos so these must be implemented using pipes, sockets, or shared

memory.

The PSim3 code is written such that there is a host process running

for the duration of the simulation. This host process handles the user in-

terface and synchronizes activity of a number of node processes which per-

form the actual simulation. The host process communicates with nodes



via the message passing model. In the case of the iPSC-2/860, the host

process runs on an actual front end computer based on an i386 processor

while each node process has a dedicated i860 microprocessor and 8Mbytes

of local memory. On the Cray machines the host process simply runs on

any available processor as does each of the node processes. In the case of

the Cray implementation the number of node process may exceed the num-

ber of available physical processors. The Cray implementation is equally

capable of running on any standard Unix system having any number of

processors that can run Unix processes. Note that the processing nodes on

the iPSC-2/860 do not run Unix processes, rather each node runs a small

message passing kernel. This requires special programming different from

the Cray implementation, however, all machine dependent code is encapsu-

lated in a single module as mentioned earlier.

PARALLEL DECOMPOSITION

The most important issue is how to d_v_d_ the simulation computa-

tion across nodes processes using the single consistent message passing pro-

gramming model defined above. Since comm,m_cation can easily become

a bottleneck in parallel applications when interconnect network and pro-

cessor speeds are not balanced, it is desirable to exploit some form of data

locality. The most strait forward s_urce of such locality is to divide the

spatial domain of the simulation into a number d _b-_z_us or regions

eq.u_ to ,thedesired number of node proce_=e_. Com.m'_ce_o._; be_:_een

precesses occurs as a p_t_v/e _s from one region to another. Far_icl_q



crossing region "seams" are treated simply as an additional type of bound-

amy condition.

Replication of data structures across processes must be minimized as

memory is a limited resource. The data representation of physical space,

for example, must be distributed along with the particles that occupy that

space. This is accomplished by surrounding each simulated region of space

by a shell of extra cells that, when entered by a particle, directs that par-

ticle to the neighboring region. Nowhere can there exist a single represen-

tation of all simulated space as this would quickly become a serious bot-

tleneck for large simulations performed using many regions. Load balanc-

ing is obtained by allowing region sizes and locations to change with time,

however this has not yet been implemented.

PERFOI_ANCE RESULTS

Figure 1 presents initial results from the implementation of PSim3 in-

cluding five specie air chemistry on the Intel iPSC-2/860. Performance is

given by elapsed time in seconds per time step per simulated particle. Sim-

ilar runs without chemistry or multiple processor support carried out on a

single Cray-2 processor and a single Cray-Y/MP- processor are presented.

Testing has shown that chemistry models adds a 10% performance penalty

when running the iPSC-2/860 code. Figure 2 presents the speedup ob-

tained with the iPSC code as the number of processors utilized is doubles.

It should be noted that the problem size is being doubled along with the

number of processors and a uniform gas is being simulated at the present



time to avoid the load balancing issue. It is clear from these early results

that the full Intel iPSC-2/860 machine would provide at least the perfor-

mance of a single Cray-Y/MP processor and better than 2 Cray-2 proces-

sors. Note the speedup with 64 processors is 45 and the speedup curve is

near linear. This indicates that many more processors could be dedicated

to a particle simulation in an efficient manner.

CONCLUDING REMARKS

A very high performance, vectorized, general puropse particle simula-

tion code has been extented to include the effect of multi-component gases.

Additionally, vector compatible finite rate chemistry modeling has been in-

cluded providing a very powerful and flexible simulation tool. Extensive

graphics oriented support code has also been made available.

It also appears that particle simulation methods benefit greatly from

the use of parallel machines. The new simulation code has been written in

such a way as to be easy to port to new high performance MIMD machines

as they become available. The code will very soon provide a good compar-

ison of the cost/performance ratios of the Intel iPSC-2/860, the .Cray-2,

and the Cray-Y/MP, when applied to a particle simulation problem.
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Figure 1) Initial PSim3 performance with chemistry on the Intel iPSC-

2/860. Elapsed time in seconds per particle per time step. Problem size

varies with number of processors. Cray-2 and Cray-Y/MP single processor

times provided for comparison but using CPU time without chemistry.
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ABSTRACT SUBMITTAL

PARTICLE SIMULATION IN A MULTIPROCESSOR ENVIRONMENT

Jeffrey D. McDonaldt

Eloret Institute, 3788 Fabian Way,

Pale Alto, California 94303

INTRODUCTION

Particle simulation methods continue to attract

considerable attention, especially as a technique for

analyzing low density, hypersonic re-entry flows. It

is well known that these methods are expensive com-

putationally and require large amounts of processor

memory for simulations of practical interest 1. Recent

studies have focused on reducing the computational

cost of particle simulation methods through reformula-

tion of underlying algorithms to permit vectorization 2

The pursuit of substantial vectorisation has been pri-

marily motivated by the availability of current state of

the art supercomputers that whose performance capa-

bilities rely principally on vector concepts. Examples

of such machines are the Cray-2 and the Cray-Y/MP

from Cray Research. As single processor performance

begins to asymptote, attention is focusing on parallel

processing as a means of providing increasingly power-
ful machines. Even the aforementioned Cray comput-

ers have multiple CPU's (4-8) although the primary

source of performance continues to be through vector-

ization (factor of 10-20).
Powerful new machines are now available in the

commercial market that promise large scale parallelism

along with lower cost to performance ratios as com-

pared to current supercomputers. Examples of such

machines include the Thinking Machines Connection

Machine CM-2 and the Intel iPSC-2/860. Particle sim-

ulation methods have already been implemented on

these and other parallel machines 4,5,s. These initial

results are very promising, indicating that these par-

allel machines can provide an excenent platform for

particle simulation computations.

This paper to examines the implementation of a

general particle simulation code in a multiprocessor

environment. Focusing on a complete simulation code

allows not only a measure of raw compute perfor-
mance, but also evaluation other elements such as in-

put/output (IO) performance and overall usefulness

of the computer-code combination in an engineering

context. A primary goal of this study is to produce a

code that is easily ported across a wide range of par-

allel computer architectures. The Intel iPSC-2/860,

t Research Scientist, Member, AIAA. Mailing Ad-

dress: NASA Ames Research Center, MS 230-2, CA
94035.

Cray-2, and Cray-Y/MP computers are chosen as ini-

tial target architectures because of their performance,

proven suitability to particle methods, and availability.

It is hoped that tl_ research will provide a framework

for performing larger scale simulations than currently

possible on next generation supercomputers.

SIMULATION DESCRIPTION

Recently, investigations into particle simulation

techniques have been carried out by a group con-

sisting of researchers from both Stanford University

and NASA Ames research center. Until very recently,

practical large-scale implementations of the adopted

methods have been limited to non-reacting multi-

component gases. Emphasis had been on the restruc-

turing of basic algorithms to enhance computational

performance on vector computer architectures. Work

by Haas has recently led to chemical models compat-
ible with vectorization v and these have been imple-

mented into the current code, referred to as PSim3.

This code is capable of addressing three dimensional

problems involving arbitrary geometries however a

simply cubical cell network is retained from previous

work 2 at the present time limiting spatial resolution

in solving some problems.

A gas in a particle simulation method is statisti-

cally represented by a number of particles followed over

a number of discrete time steps using the following

sub-steps: i) particles are moved through space, each

with their individual velocity, 2) the state of parti-

cles which have crossed boundary surfaces are modified

appropriately _-, 3) random candidate collision pairs am

ch_en for all of space ensuring both particles in a

pair occupy the same cell 2, 4) collisions are statisti-

cally chosen via a collision selection rule 2,3, 5) pairs

of particles having appropriate type for a user spec-

itied reaction are considered for that reaction, and

reacted on a statistical basis v, 6) collision pairs that

have not reacted undergo thermal collisions 2, 7) sam-

pies are optionally taken to form macroscopic results.

Details concerning each of these sub-steps are beyond

the scope of this paper and are covered in the cited
references.

Note that a primary difference of this approach from
that of the well known DSMC method s is the use
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of non-spatiany ordered sampling of candidates for a
given event. For example, candidate collision pairs are
collected for all space before selection of actual colli-
sions from these candidates is initiated and the size of

this sample may be arbitrary as long as it is known at
the time of selection from the candidates 2. This elimi-

natss the need for a sort operation of particles into cells
as is required when applying the time counter s or the
no time counter (NTC) 9 algorithms of Bird. There the

sample of candidate pairs is constrained to a calculated
size in each cell and this sample size must be gener-
ated exactly. The arbitrary sample size approach was
adopted primarily to allow for efficient vectorization 3
and is retained in the current work for the same rea-

son. Vectorization and parallel processing are comple-
mentary and the objective here is to develop a truly

portable code having a high performance on platforms
with multiple processors, vector hardware, or ideally
both.

TARGET ARCHITECTURES

There is an ever increasing variety of multiple pro-
cessor based computers being made available. One
helpful classification makes a distinction between Sin-

gle Instruction Multiple Data (SIMD) machines and
Multiple Instruction Multiple Data (MIMD) machines.
Each of these is now briefly examined

The first, SIMD, describes the case where a single

issued machine instruction is intended to operate si-
multaneously in the same way on a number of distinct
data elements. The larger the number of data elements

the larger the degree of parallelism. Vector processors
are often classified as SIMD although there the single
instruction does not act simultaneously across data eL
ements, rather a "vector" of elements are operated on

in a highly efficient pipelined fashion. High end vec-
tor machines typically also provide high scaler perfor-
mance which reduces the impact of small serial code

segments that cannot be vectorized. Massively parallel
SIMD architectures such as the Connection Machine

are similar to vector processors except the effective
vector length is very long (up to 64K for the CM-2)
and operations are actually simultaneous as there is

a separate processor for each data element. Because
the effective vector length is long and the individual
processors are typically not very powerful, it is very
important to minimize serial code segments or code

segments using only a small fraction of the available
vector size on SIMD computers such as the Connection
Machine.

The second class, MIMD, describes the case where

a number of processors have the ability to commu-
nicate with one another but are free to execute dis-

tinct instruction streams. There are a wide variety of

machines in this category that span a broad perfor-
mance range, from personal computer add-in boards
and workstations to supercomputers.

Another important classification dealing with mul-

tiple processor computers deals with memory system
architecture. Shared memory systems allow all proces-
sors access to a single bank of global memory. This sit-

uation is depicted in figure l(a) where inter-processor
communication may be via shared memory and/or
a separate inter-processor communications network.

Distributed memory systems associate a bank of mem-
ory with each processor and communication between
processor is only possible via a interconnect network as

shown in figure l(b). Of course, machines may com-
bine elements of shared and distributed memory as
illustrated in figure l(c).

Even the very brief introduction given above, con-

cerning parallel machine classification, makes it very
clear that it is not feasible with current software de-

velopment technology to provide a singe particle simu-
lation code that runs efficiently across all possible par-
allel machines. Many unique programming techniques
are required to effectively utilize many of the variety

of available parallel computers.
Multiple instruction streams offer the greatest flex-

ibility for the development of a particle simula-

tion method because arbitrarily large effective vector
lengths become difficult to fully utilize as complex-
ity is added to the physical models employed. This

is best understood by example. Out of a large col-
lection of particles moved during a time step, a much
smaller number may collide with other particles. Typ-
ically even a smaller number will interact with bound-

aries and yet a smaller number will chemically react.
Very infrequent events may underutilize a SIMD ma-
chine having a large effective vector length. For this
reason the code is written assuming a MIMD archi-

tecture however vectorizable algorithms are retained
to take advantage of any traditional vector hardware

having modest vector lengths. This is important as
to maintain a high performance capability on exist-
ing Cray supercomputers. No assumptions are made
regarding the memory organization; only that proces-
sors may communicate with one another in an asyn-
chronous fashion.Detailsof thiscommunicationwill

vary from computer to computer and representsthe

solemachine dependentcodemodule inPSim3.

PROGRAMMING MODEL

Sinceno assumptionsaremade aboutmemory orga-

nization,communicationbetween theprocessorsmust

not relyon sharedmemory. As the InteliPSC-2/860

isone ofthefirsttargetmachinesand becauseitrelies

on messagepassingprimitivesforcommunication,an

abstractedmessage passingmodel was chosenforall

interprocessorcommunication. Message passingpri-

mativesarenot inherenton Cray machinesruningcur-

rentversionsofUnicosso thesemust be implemented

usingpipes,sockets,or sharedmemory. Socketshave
initiallybeenchosenbecausetheyoffermore flexibility
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than the other primatives.
The PSim3 code is written such that there is a host

process running during the simulation. This host pro-

cess handles the user interface and synchronizes ac-

tivity of a number of node processes which perform

the actual simulation. The host process also commu-

nicates with nodes via the message passing model. In

the case of the iPSC-2/860, the host process runs on

an actual front end computer based on an i386 pro-

cessor while each node process has a dedicated i860

microprocessor and 8Mbytes of memory. On the Cray

machines the host process simply runs on any available

processor as does each of the node processes. In the

case of the Cray implementation the number of node

process may exceed the number of available physical

processors. The Cray implementation is equally ca-

pable of running on any standard Unix system having

any number of processors that can run Unix processes.

Note that the processing nodes on the iPSC-2/860 do

not run Unix processors rather each node runs a small

message passing kernel. This requires special program-

ming different from the Cray implementation, how-

ever, all machine dependent code is encapsulated in a

single module as mentioned earlier.

PARALLEL DECOMPOSITION

The most important issue is how to divide the sim-

ulation computation across nodes processes using the

single consistent message passing programming model

defined above. Since communication can easily be-

come a bottleneck in parallel applications when in-

terconnect network and processor speeds are not bal-

anced, it is desirable to exploit some form of data lo-

cality. The most strait forward source of such locality

is to divide the spatial domain of the simulation into a

number of sub-domains or regions equal to the desired

number of node processes. Communication between

processes occurs as a particle passes from one region

to another. This is the method used by Wilmoth 5 and
it is also used in this work to minimize communication.

Particles crossing region "seams" are treated simply as

an additional type of boundary condition.

Replication of data structures across processes must

be minimized as memory is a limited resource. The

data representation of physical space, for example,

must be distributed along with the particles that oc-

cupy that space. This is accomplished by surrounding

each simulated region of space by a shell of extra cells

that, when entered by a particle, directs that particle

to the neighboring region. Nowhere can there exist

a single representation of all simulated space as this

would quickly become a serious bottleneck for large

simulations performed using many processors. Figure

2 depicts a decomposition of a physical domain into

four smaller regions, demonstrated in two dimensions

for simplicity.

Load balancing is obtained by allowing region sizes

and locatious to change with time. There is a con-

stant number of regions along each spatial dimension

and each of their shapes corresponds to a rectangular

paraUelepiped. A region can be altered in size by only

a single cell in each spatial dimension during a sin-

gle adaption step. This greatly simplifies the adaption

procedure when using a distri'outed representation of

space. The computational and communication costs

of such an adaption are expected to be low enough to

allow it to be performed every 10-25 steps during the

transient phase of a simulation.

PERFORMANCE RESULTS

Figure 3 presents initial results from the implemen-

tation of PSim3 including five specie air chemistry on

the Intel iPSC-2/860. Performance is given by elapsed

time in seconds per time step per simulated particle.

Similar runs without chemistry or multiple processor

support carried out on a single Cray-2 processor and

a single Cray-Y/MP processor are presented. Test_
i

ing has shown that chemistry models adds a 10% per-

formance penalty when running the iPSC-2/860 code.

Figure 4 presents the speedup obtained with the iPSC

code as the number of processors utilized is doubles. It

should be noted that the problem size is being doubled

along with the number of processors and a uniform

gas is being simulated at the present time to avoid the

load balancing issue. It is clear from these early results

that the full Intel iPSC-2/860 machine would provide

at least the performance of a single Cray-Y/MP pro-

cessor and better than 2 Cray-2 processors.. Note the

speedup with 64 processors is 45 and the speedup curve

is near linear. This indicates that many more proces-

sors could be dedicated to a particle simulation in an
efficient manner.

CONCLUDING REMARKS

From early results it appears that particle simula-

tion methods benefit greatly from the use of parallel
machines. The new simulation code has been written

in such a way as to be easy to port to new high per-

formance MIMD machines as they become available.

The code will very soon provide a good comparison of

the cost/performance ratios of the Intel iPSC-2/860,

the Cray-2, and the Cray-Y/MP, when applied to a

particle simulation problem.



REFERENCES

1 Feiereisen, W., McDonald, J.D., Fallavollita, M.,
_rhree Dimensional Discrete Particle Simulation

About The AFE Geometry", AIAA Paper No. 90-

1778 (1990)
2 McDonald, J.D.,_A ComputationallyEfficient

ParticleSimulationMethod Suitedto VectorCom-

puterArchitectures,"Ph.D. Thesis,Department of
Aeronauticsand Astronautics,StanfordUniversity,

December 1989

3 Baganoff,D. and McDonald, J.D.,"ACollision-
SelectionRulefora ParticleSimulationMethod

Suitedto VectorComputers,"Submitted to Physics

ofFluids(1990)

4 Dagum, Leonardo,"On the Suitabilityofthe
ConnectionMachine forDirectParticleSimulation"

Ph.D. Thesis,Department ofAeronauticsand Astro-

nautics,StanfordUniversity,June 1990

Absfract Submittal- J. McDonald

5 Wilmoth, RichardG., "DirectSimulationMonte

CarloAnalysison ParallelProcessors",AIAA Paper

No. 89-1666(1989)

6 Furlani,T.R. and Lordi,J.A.,"A Comparisonof

ParallelAlgorithmsfortheDirectSimulationMonte

CarloMethod If:ApplicationtoExhaust Plume

Flowfields",AIAA Paper No. 89-1167(1989)

z Haas, B. L.,_FundamentalsOf ChemistryMod-

elingApplicableTo A VectorizedParticleSimula-

tion,"AIAA Paper No. 90-1749(1990)

s Bird, G.A, Molecular Gas Dynamics, Claredon

Press, (1976)
9 Bird, G.A, _Perceptions of Numerical Methods

in Rarefied Gas Dynamics", in Rarefied Gas Dynam-

ics, edited by E.P. Muntz, D.P. Weaver, and D.H.
Campbell, Volume 118 of Progress in Aeronautics
and Astronautics, AIA.A, Washington, pp. 211-226,

(1989).

4

./



Ab_rac_ $ebmi_al- J. McDonald

Q.
cD

¢0

E

o
t_
O.

E

10 4

10 -s

10 _

PSlm3 Performance

iPSC-2/860, Cray-2, Cray-Y/MP

I I

I I

III_ _cs_cP_

'--
Ili[

10 1 10 2

Number of Processors (IPSC only)

Figure 3) Initial PSim3 performance with chemistry on the Intel iPSC-2/860. Elapsed time in seconds per

particle per time step. Problem size varies with number of proceeso:s. Cray-2 and Cray-Y/MP single processor
times provided for comparison but using CPU time without chemistry.

e_
.q

Cr}

50.

30.

20.

10.

/

l

i
t

I
I

L
I
t
I
I

I

lr /
I "/

,," B...I f '''" I

." i i

_..w" ! I

O. 10. 20.

PSim3 Speedup
IPSC-2/860

O.

30. 40.

Number of Processors

50. 60. 70.

Figure 4) Initial results for speedup ploted against number of processors for PSim3 running on the Intel

iPSC-2/860.



Three Dimensional Discrete Particle
Simulation about the AFE Geometry

William J.Feiereisen*

Aerothermodynamics Branch,NASA Ames ResearchCenter

JeffreyD. McDonald**

EloretInstitute,Palo Alto,California

MichaelA. Fallavollita***

Department Aeronauticsand Astronautics,StanfordUniversity

Abstract

The Discrete Particle Simulation method, due to

Baganoff, has recently been extended to allow rep-
resention of gases composed of multiple species, to

general power-law molecular interactions and to per-
mit flows in thermal non-equilibrium. Particular at-

tention has been paid to the implementation of this

physicswhileretainingtheefficiencyoftheoriginalal-

gorithm. Here, the enhanced algorithmisappliedto

thesimulationoftheflowfieldabout theAeroassisted

FlightExperiment (AFE) vehiclewiththesame flight

parametersasina previouspaper.The enhancements

to the algorithmare introducedand comparisonsare

made to the previouscalculation.

Introduction

Renewed interestinhypersonicflightinthe upper at-

mosphere has sparked a renaissanceof development

of simulationmethods for rarefiedflows. Whereas

continuum methods are applicableand efficientat

the high densitiesassociatedwith loweraltitudes,it

isappropriateto use particlesimulationmethods in

the freemolecularregime at very high altitudeand

in the so-calledtransitionregimewhere the domains

of applicabilitybegin to overlap. Modern particle

simulationmethods have been developedby several

investigators,1,2,showever themost widelyused isthe

DirectSimulationMonte-Carlo (DSMC) method due

to Bird.4 This method has alsobeen appliedto the

simulationofthe flowfieldabout the NASA Aeroas-

sistedFlightExperiment (AFE) s'e.Unfortunately
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the structureof the algorithmin references5 and 6

requiresenormous computer resourceslimitingitsfre-

quent application.Computer time requirementshave

been the limitingfactorinthe use of thisalgorithm

ratherthan the physicalsizeof the problem as ex-

pressedby memory requirements.

In thelastfouryears,work has progressedatStanford

Universityand NASA Ames Research Center7's'9'I°

to reformulatethe basicideasinherentinthe DSMC

method inorderto takeadvantage ofmodern vector

and parallelcomputer architectures.

The goalhasbeen toachieveat leastan orderofmag-

nitudegreaterperformanceinordertohandlea corre-

spondinglylargernumber of particlesthan has been

previouslypossible.This goal has been reachedin

previouspaperswith the intentionalneglectofsome

of the physicsknown to be important in thisflight

regime. In particular,the gas model consistedof a

singlediatomicspecies.Although the simulatedpar-

ticlescontainedboth translationaland rotationalen-

ergy,the algorithmassumed thattheseenergymodes

were closetoequilibrium.The only relaxationmodel

representedintheenergytransfertorotationalenergy

was a non-physicalcomputational peculiarityinher-

ent in the model forthe collisionmechanics. There

was previouslyno attempt made to model the vi-

brationalenergy modes. In largeapplications,in-

termolecularpotentialswere assumed to be "hard

sphere"which isknown to be a harderpotentialand

resultin lessviscousbehavior than realgases.The

collisionmechanics were performed in a unique and

efficientway by the "ShuffleAlgorithm"z'n. Unfor-

tunately,thisalgorithmhas proven difficulttoextend

tomixturesofgasesand didnot easilyallowformod-

elingofvibrationalmodes. In ordertoensurevector-

izationof some criticalparts of the algorithmsmall

portionsof the originalcode were writtenin Cal-2

assemblerlimitingthe portabilityof the code to the



Cray-2. The efficiency of the original algorithm, how-

ever, was quite good, allowing computation times less

than 2 _sec per particle per time step on a Cray-2.

Calculations with up to 10 minion particles could be

performed in less than five hours of CPU time.

In the last year much progress has been made in en-

hancing the physical modeling while retaining the

basic ei_ciency of the algorithm. The calculation

of the collisionprobabilityhas been extended to

generalpower law potentialsallowingmore realis-

tic representationof viscousbehavior. The previ-

ous collisionalgorithmderivedmuch of itsefficiency

from the symmetry of representingallenergymodes

as velocitiesTM. Rotationaland vibrationalenergy

modes for diatomicspeciesare now representeddi-

rectlyinsteadofby usingrotationalvelocitycompo-

nents.Now thatthissymmetry hasbeen removed,ad-

ditionalproblems associatedwith collisionsbetween

speciesofdifferingmasses can be resolvedby directly

introducingisotropicscattering.Energy transferto

rotationand vibrationare now representedby addi-

tionalprobabilitiesthatmodel therelaxationto these

quantities.Multiplespeciesare now representedeffi-

ciently,and theimplementationofchemicalreactions

amongst them, whileretaininghighperformance,will

be be the subjectofanotherpaper.

The improvementstothemethod willbe outlinedand

then itsapplicationtothe simulationoftheflowfield

about theAFE flightvehiclewillbe described.Com-

parisonswillbe made to calculationsmade with the

previousversionofthe method.

Method

Recent applicationsof the Stanford particlesimula-

tionmethod have been limitedto singlecomponent

monatornicordiatomicgasesI°.This permittedsim-

plificationsthatallowedmore rapid development of

otheressentialaspectsofthe method, such asthe col-

lisionselectionalgorithm. Recent extensionsof the

method includean abilityto addressmultiplecom-

ponent gasesexhibitinggeneralpower law molecular

interactionsas wellas a more generaltreatmentof

rotationalrelaxationand the inclusionof vibrational

energymodes. Inthe courseofadding theseelements

tothesimulationmethod, severalchangestothealgo-

rithm have been made. These willbe brieflyreviewed

here with referenceto more detaileddescriptions.

The collisionselectionalgorithm used in the Stan-

fordparticlemethod has the advantageofbeingcorn-

pletelyvectorizables. The applicabilityof the ba-

sicalgorithmhas been extended to generalgas mix-

tureswhile retainingvectorcomputer architecture

compatibility11. The resultingselectionprobability

forcollisionof a particleofspeciea and a particleof

specieb from a sample sizeofS,# candidatecollision

pairshavingthe speciecombinationab isgivenby

nanb

(x + 6. )s,b 'aa2= g-=--k'gat/,0

where n= and nb are specie number densities,/_d2,b is

a simulation normalized reference collision cross sec-

tion, g is the relative collision speed, a=b is the as-

sumed power law exponent,and At isthe duration

ofthe timestep.Detaileddescriptionsofthe analysis

and implementationforthiscollisionselectionruleare

available,asarea varietyoftechniquesforassembling

a collectionofcandidatecollisionpairss,lx.

The algorithmto implement collisionmechanicshas

changed radicallysincethe previousAFE resultswere

presentedI°. These changes were made necessaryby

two factors;namely the difficultyof extendingthe

previouscollisionmechanicstocollisionsbetween par-

ticl_having differentnumbers ofatoms and the in-

clusionof vibrationalenergy modes. Each of these

issuesare now brieflyexamined, however,reference

11 presentstheseinmore detail.

The originalshufflealgorithmz,s'9'1°operatedby cre-

atinga random si_nedpermutationofthe relativeve-

locityvectorcomponents between the collidingpar-

ticles.This generateda new post collisionvelocity

statewhile insuringconservationof momentum and

energy.This necessitatedtherepresentationofthero-

tationalenergyofa diatomicparticleby a two compo-

nentvelocityvector.During a collisionboth internal

and translationalvelocitystatescould be exchanged

by the shufflealgorithmwhen the rotationalmodes

were to relax.The collisionof a monatomic particle

with a diatornicparticlepresentsa seriousdifficulty

when using thisalgorithm. In such a collision,the

completevelocitystateofeachparticlehas a different

number ofcomponents and the definitionofa relative

velocitystateisnot obvious.The inclusionofvibra-

tionalenergy presentssimilarproblems.Because vi-

brationalenergycannot typicallybe consideredfully

excited,a velocityrepresentationanalogousto rota-

tionisnot possible.Because oftheseissues,and the

factthatmodificationstotheshui_ealgorithmwould

provecomputationallyexpensive,a more traditional



approach is now employed.

Isotropic scattering consistent with the variable hard

sphere (VHS) model la is expensive due to the re-

quired evaluation of transcendental functions in se-

lecting random post collision relative velocity vectors.

Experience with the _Shuffie Algorithm" has shown
that a discrete post collision scattering model is an

adequate description in a particle simulation. This
has been demonstrated even with extremely coarse

discretizations of isotropic scattering. As such, it

has proven adequate and very efficient to generate

a large number of unit direction vectors chosen from

an isotropic scattering distribution and choose from

these at random for each collision n. The amount of

memory used for such a table driven scheme is trivial

compared to other memory intensive elements of the

simulation.

Use of discretized isotropic scattering for transla-

tional modes requires a complementary technique for

addressing internal energy modes. The Borgnakke-

Larsen phenomenological model-has been in wide-

spread use for dividing energy between translational
and internal energy modes since its inception 12. This

method has computationally expensive elements and

it is desirable to consider the use of a discretized table

driven variant of it for the sake of efficiency. This is

not possible in general because of the strong temper-

ature dependence of the vibrational energy modes. It

is possible however to address the rotational modes

with a table lookup scheme while separately manag-

ing the vibrational modes with a new model as de-

scribed in detail in reference 11. Briefly, the post

collision vibrational state is obtained through an it-

erative procedure which first utilizes rotational ener-

gies of the colliding particles as samples from a con-
tinuous two degree of freedom system. This may be

quantized by the characteristic energy for vibration

for the specie to arrive at a new vibrational state

for the particle. After subtracting the sampled vi-

brational energy from the total collision energy, the

remaining energy is then divided between translation

and rotation using the Borgnakke-Larsen model as-

suming a fixed, two degree of freedom internal en-

ergy system for rotation. Since the number of inter-
nal modes is fixed for rotation, the distribution for the

division of energy between relative translation and ro-

tation may be tabulated. This sequence of steps may

be repeated to remove correlation between rotational
and vibrational energy modes. Three iterations has

proven to be adequate even in highly non-equilibrium
situations 11. Once again, the amount of memory used

for such a table driven scheme is trivial compared to

other memory intensive elements of the simulation.

Since the algorithm was initially developed around

a gas consisting of a single monatomic or diatomic

species, there were simplifications that allowed con-

struction of a very efficient code. For example, be-

cause all particles had the same mass by default, it

was not necessary to store a mass identifier for each

species , nor was it necessary to carry the mass in the
equations to be evaluated. The mass was normal-

ized to unity and it could simply be dropped from

the calculation. The introduction of multiple species

has complicated the algorithm in several ways. It is

of course necessary to identify the specie type of each

particle, which adds to storage requirements. There is
also an increased amount of computation required in

collision mechanics as there are more free parameters,

such as mass and number of atoms per particle, that

must be taken into account. The cost of including

the effects of vibration are minimal due both to the

efficiency of the previously mentioned algorithm and

the relatively infrequent occurrence of vibrationally

relaxing collisions.

Previous implementations of the algorithm were writ-

ten inthe C programming languagewithtimecritical

partsduplicatedin Cray-2 machine code. This had

restrictedefficientuse of the code to the Cray-2. In

thepastyear,however,C compilersforthe Cray have

evolvedtothe pointwhere thetimecriticalconstructs

inthe algorithmcan now be recognizedand vectorized

by the compilerwith acceptableperformancelossin

comparison to hand generatedmachine code. Com-

pilergeneratedcodeforelementsofthisalgorithmap-

pearto be no more than 30% slowerthan theincreas-

inglycomplex hand generatedmachine code.Further

development on assemblerversionswere abandoned

for thisreason,yieldinga largegain in portability

and simplifyingcontinueddevelopment.Current per-

formance estimateswillbe discussedina latersection

Geometry

Inherentinthe currentimplementationofthemethod

isthe representationof geometriesin a cubicCarte-

sianmesh. This was motivated by the ideathatthe

resultingsavingsinCPU time and memory couldbe

used on simulatinglargernumbers ofparticlesand a

fineroverallmesh. The rejectionof body-fittedco-



ordinatesintroducescomplicationsin the representa-

tionof geometries.This problem was addressedby

the creationofan algorithmto representa body as a

collectionofplanarfacetsassociatedwith each mesh

cellI°.In the previouscalculationtheAFE was repre-

sentedby the aeroshellforebody and was terminated

by a flatplateon the afterbody.The flightvehicle

will,however,have a hexagonallyshaped afterbody

attachedto the fiatplatethatisdesignedtohold in-

strumentation,maneuvering thrusters,and a booster

thatwilldrivethe vehicleintotheatmosphere.After

the boosterburns out itwillbe ejectedleavingthe

hexagonal afterbodywith minor appendages. This

afterbodywithout the appendages has been added

to the currentgeometry as shown in figurei. The

serratedappearanceofthe body resultsfrom the rep-

resentationof the surfaceas a planarfacetforeach

mesh cell.In cellsthrough which a sharp edge ofthe

body passes,therecan be atleasttwo definingplanes

associatedwith the intersectingsurfaces.In orderto

prevent arbitrary rounding of these edges one of the

original body surfaces is chosen to define the body for

the cell. This surface will inevitably extend beyond

the original body contour by up to one cell dimension.

This represents the level of resolution of the defin-

ing geometry. Particles that interact with the surface

within a given cell will see the plane associated with

that cell as depicted in figure 1. In this particular

case, the serrations are in a region of expanding flow

where the local mean free path approaches the size of

a mesh cell and are expected, for this reason, to have

no noticeable effect on the flow field.

Calculations

The flightregime to be simulatedwas chosen to cor-

respondto the calculationofthe previouspaper.The

altitudewas nominally 100/_rnwhere the mean free

path is 10cm and the freestream temperature is

190K. The Mach number was chosen to be 35.42.

The aeroshelldiameteris4.25m which isrepresented

by 45 mesh cellsinthe calculation.To maintain the

specifiedKnudsen number of 0.0235thisdictatesa

mean freepath insimulationunitsof 1.03mesh cells.

As mentioned inthe descriptionofthe enhancements

to the method, chemicalreactionsare not yet mod-

eled,however multiplespeciesare represented.The

gasmixturewas composed of18.1% 02, 78.3% N2 and

3.6% O, correspondingapproximately to the equi-

libriumcompositionof airat thisaltitude.The in-

termolecularpotentialsof allspecieswere modeled

with a ninth order power law which isexpected to

approximatethe known viscousbehavior.The criti-

caltemperatureforthe vibrationalmodes was setto

3390]f fornitrogenand to 2270K foroxygen. The

surfaceboundary conditionsimpose diffusereflection

and complete thermal accommodation to the fixed

walltemperatureof 1500K. Relaxationof internal

energymodes was controlledby fixedcollisionnum-

bersof5 forrotationand 50 forvibration.

The calculationisstartedwitharelativelysmallnum-

ber of particlesin order to establishthe grossflow

fieldfeatures.Afterthenumber ofparticlesinthedo-

main comes to approximatelysteadystate,they are

"cloned"and a number of time stepsare run. This

processisrepeateduntilthe desiredparticledensity

isreachedor untilthe computing environment isno

longerableto providethe code with additionalmem-

ory.Statisticalaveragesare then collected.The sim-

ulationdiscussedherecontainedabout 4.25.i0epar-

ticlesthat were averaged over alternatetime steps,

in orderto improve the statisticalindependence of

thesampling.The averagingwas done over600 steps

for a totalof 300 time samples. The freestream

number densityinthesimulationwas 8 particles/cell.

Figure2 shows a comparison of the normalizedte,n-

peraturesalong the geometricstagnationstreamline

forboth calculations.Because the originalcalcula-

tionwas closeto being in thermal equilibrium,the

thermalenergy contentisrepresentedhereby a sin-

gle temperature,namely that of translation.The

statictemperatureratioacrossa shock in a perfect

gas with 7 - 1.4at thisMach number is245. The

peak value reached in the previouscalculationwas

238 which then decreasedtoward the body surface

becauseof the constanttemperatureboundary con-

ditions.For the currentsimulationthe translational

temperatureratioforthe mixture normalizedon the

free stream temperature reaches a peak value of 260

showing an expected overshoot. The rotational and

vibrational temperatures lag behind the translational

temperature with negligible vibrational energy con-

tent at the stagnation point. Figure 3 shows local

species concentrations normalized by their values in

the free stream. Any deviation from one on this plot

indicates mass diffusion of species because of varying

molecular velocities corresponding to their differing

molecular weights. Atomic oxygen, as the lightest

and smallest specie, is depleted in the region of high

translational temperature and high density as it dif-



fusesthe easiest.Conversely,molecularoxygen, as

the heaviestspecie,shows a slightincreaseinconcen-

tration.Because thereisno chemistry,the molec-

ularweightof the mixture variesonly slightlyfrom

the freestream valuesuch thatthe stagnationpoint

environmentforthe currentcalculationissimilarto

that in the previouscalculation.The shock standoff

distanceat the stagnationpointissimilar,although

the shock thicknessislargerdue to the softerinter-

molecularpotential.This can be seen in figures4a

and 4b which show densitycontoursinthe symmetry

plane of the vehicleforboth calculations.Near the

lower skirtof the body, beforethe flowhas turned

over the shoulder,the gas has been vibrationallyex-

cited.Carefulcomparison of the two figuresshows

the shock standoffin the currentcalculationis be

smaller than in the _perfect gas" case as is to be

expected. The equilibrium temperature field for the

previous calculation and the translational tempera-
ture field for the current calculation are shown in the

symmetry plane in figures 5a,b. Both are qualita-

tively similar and should be compared to figures 6

and 7 which show respectively the rotational and vi-

brational temperature contours for the mixture. The

rotational temperature lags behind the translational

temperature along streamlines in the flow path from

the stagnation point down to the skirt of the body

and begins to relax again in the wake. This reflects
the rotational collision number of 5 used in these cal-

culat_ous. The vibrational temperature lags consid-

erably behind both the translational and rotational

temperatures due to the collision number of 50. The
vibrational modes become significantly populated by

the time the flow has reached the skirt. The flow then

expands around the shoulder so quickly, however, that

the lowered collision rate combined with the vibra-

tional collision number is not sufficient to depopu-

late the vibrational modes which then become frozen

into the wake. There is at this time no mechanism

in the algorithmother than collisionsto depopulate

thesestates.Fi_ares8a,bshow velocityvectorsinthe

wake regionplottedin the symmetry plane forboth

calculations.Although the flightparametersare the

same forboth calculations,onlythe previoussimula-

tionshows evidenceofvorticalstructuresinthe wake.

The most likelyexplanationforthisdifferenceisthe

softerintermolecularpotentialin the presentcalcu-

lation,which increasesthe viscosityof the gas and

effectivelylowersthe Reynolds number of the flow.

Some of the differencemay, however,be dueto the

additionofthe hexagonalafterbody.

Performance Estimates and Code Capabilities

The currentmultiplespecie,threedimensionalcode

isnamed PSim. In itspresentform itiscapableof

moving an averageparticlethrougha complete time

step,includingoverhead (start-upand restorecosts),

inabout 2.0pseconds.This comparesfavorablytothe

singlespecieversionwhich typicallyaveragedabout

1.7psecondson similarruns.As thecodeisstillunder

development,some furtherimprovement isexpected.

These times of course vary with collisionratebut

do not however vary with otherproblem complexities

such as number of simulatedspecies.In the caseof

theAFE simulation,the elevatedcollisionrateresults

intimesas large as 5p seconds/particle/timestep.

The PSim code iscomplemented by a generalplot-

tingsystem calledCplot thatwas developedrecently

to support the very largedata setsassociatedwith

particlesimulations.Initscurrentincarnation,Cplot

performs data management and generalexpression

evaluationon a remote supercomputer and provides

graphicalpresentationand a very powerfuluserin-

terfaceon any SiliconGraphicsIris4D workstation.

Communication isvia the Unix -.ocketsfacility.The

plotfilehas a veryflexibleformatthatwillallowthe

system to continueto be usefulas PSim continuesto

evolve.

Ongoing Developments

The are two primary classifications of developments

involving the Stanford particle simulation method.
First are those that deal with extending the physical

modeling capabilities of the method and second are

those aspects related to algorithm development and

high performance implementation on various machine
architectures.

Haas14has recentlydevelopedmodelsforimplement-

ing the_effectsofchemicalnon-equilibriumand there

iscurrentlyan effortto incorporatethosemodelsinto

the PSim code. There iswork in progressconcur-

rentlythat willallowthe PSim code to run acrossa

wider range of machine platforms.Specifically,ex-

tensionswillallowthe method tooperatenot onlyon

vectororientedmachines and singleCPU mini/micro

systems,but alsoon parallelmachinessuch astheIn-

teliPSC-2/RX. Itwillalsopermitthe PSim code to

utilizemore than one CPU on the currentlytargeted

Cray systems.
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Figure I. Two views of the AFE geometry as represented in the simulation.
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Figure 2. Temperatures along the stagnation streamline from the previous and current calculations, normalized

on the free stream temperature of 190K.
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Figure 4a. Density contours in the symmetry plane for the previous calculation normalized on the free stream

value.



Figure 4b. Density contours in the symmetry plane for the current calculation normalized on the free stream

value.

Figure 5a. Temperature contours in the symmetry plane for the previous calculation normalized on the free

stream value.



Figure5b.Translationaltemperaturecontoursin thesymmetryplane for the current calculation normalized on

the free stream value.



Figure7. Vibrationaltemperaturecontoursin thesymmetryplanefor the currentcalculationnormalizedonthe
freestreamvalue.
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Figure 8a. Velocity vectors in the symmetry plane for the previous calculation.



Figure8b. Velocityvectorsin thesymmetryplanefor thecurrentcalculation.


